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Programme de colle - Semaine 14 (colle du 17 décembre)

La démonstration des énoncés marqués d’une étoile est exigible

1 Union-Find et algorithme de Kruskal

• Structure Union-Find : implémentation naïve favorisant l’opération FIND avec un tableau
dans lequel chaque case 𝑖 contient le représentant de l’élément numéro 𝑖. Complexités
des opérations.

• Structure Union-Find : implémentation à l’aide d’une forêt favorisant l’opération UNION.

1. Optimisation 1 : en plaçant systématiquement l’arbre de plus petite hauteur comme
fils lors de l’opération union. Dans ce cas, la hauteur de chaque arbre ne dépasse pas
log2(𝑚) avec 𝑚 la taille de l’arbre considéré (*)

2. Optimisation 2 : en compressant les chemins lors de l’opération FIND. La complexité
amortie obtenue est hors programme.

• Notion d’arbre couvrant d’un graphe non orienté. Algorithme générique de construction
d’un arbre couvrant : utilisation de Union-Find dans ce cadre.

• Arbre couvrant de poids minimal d’un graphe non orienté pondéré. Existence. Algo­
rithme de Kruskal : savoir décrire l’algorithme en pseudo-code avec la structure Union-
Find, savoir l’appliquer sur un exemple, la preuve n’est pas au programme de colle.

2 Théorème de Kleene

• La classe des langages réguliers et la classe des langages reconnaissables sont les mêmes.
• Algorithme de Berry-Séthi : passage d’une expression régulière à un automate. Dans

ce contexte : langage local (notations utilisées : 𝑃(𝐿) pour les premières lettres, 𝐷(𝐿)
pour les dernières et 𝑇(𝐿) pour les paires de lettres valides), automate de Glushkov pour
reconnaître un langage local, procédure de Berry-Séthi.

• Algorithme de Thomson : passage d’une expression régulière à un automate. Notion
d’automate normalisé. Automates de Thomson : construction par induction d’un auto­
mate normalisé qui reconnaît le langage dénoté par une expression régulière.

• Passage d’un automate à une expression régulière :

– Automate généralisé avec des expressions régulières sur les transitions.

– Algorithme par élimination successive des états en partant d’un automate normalisé.
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• Rappels sur les conséquences du théorème de Kleene sur les stabilités (propriétés de
fermeture) des langages réguliers=reconnaissables.

• Rappel : Lemme de l’étoile. Le langage 𝐿 = {𝑎𝑛𝑏𝑛, 𝑛 ∈ ℕ} n’est pas régulier (*).

3 Apprentissage supervisé

• Principe de l’apprentissage supervisé
• Arbres binaires de décision : définition et écriture de la fonction de classification utilisant

un ABD.
• Éléments de théorie de l’information : définition de l’entropie, cas du pile ou face traité en

cours, calcul de l’entropie dans le cas d’un ensemble d’exemples d’apprentissage, calcul
du gain d’information pour un attribut binaire uniquement.

• Algorithme ID3 (*): savoir écrire l’algorithme en pseudo-code et l’appliquer sur un exem­
ple. Seul le cas d’apprentissage d’arbres binaires de décision est au programme (attributs
binaires)

• Algorithme des 𝑘-plus proches voisins : savoir l’algorithme et le mettre en œuvre dans
des cas simples (par exemple 𝑘 fois l’extraction d’un minimum dans une liste)

• Arbres 𝑘-dimensionnels : généralisation des arbres binaires de recherche en dimension
𝑘. Définition. Algorithme d’existence d’un point dans un arbre 𝑘-dimensionnel (*).
Algorithme d’insertion d’un point dans un arbre 𝑘-dimensionnel. La recherche du plus
proche voisin à l’aide de cette structure a été vue (mais ne pas interroger dessus...).

• Matrice de confusion

4 Logique propositionnelle (révisions 1A)

• Syntaxe de la logique propositionnelle : les formules sont définies par induction. Sym­
boles utilisés : ⊥,⊤,¬,∧,∨,→,↔. Les formules sont des données (arbres) sur lesquelles
on travaille.

• Sémantique : les valeurs de vérité ont été notées false et true. Valuations. Valeur de vérité
d’une formule 𝐹 dans le contexte de la valuation 𝜑 (notée ⟦𝐹⟧𝜑). Table de vérité d’une
formule.

• Tautologies. Antilogies. Formules satisfisables. Utilisation de tables de vérité dans ce
cadre.

• Une formule est une tautologie si et seulement si sa négation est non satisfiable (*)
• Algorithme de Quine pour tester la satisfiabilité d’une formule.
• Équivalence de deux formules propositionnelles (notation ≡). Calculs par équivalents.

Équivalences usuelles (distributivité de ∨ sur ∧ et réciproquement, lois de De Morgan,
(𝑝 → 𝑞) ≡ (¬𝑝 ∨ 𝑞), …).
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• Formes normales conjonctives et disjonctives. Littéral. Clause. Mise sous forme normale
conjonctive (resp. disjonctive) d’une formule.

• Conséquence. Γ ⊨ 𝐹 signifie que 𝐹 est la conséquence sémantique de l’ensemble de for­
mules Γ. Exemple : (𝑝 → 𝑞), (𝑞 → 𝑟) ⊨ (𝑝 → 𝑟).

5 Logique des prédicats (1er ordre)

On s’intéresse surtout à la syntaxe. La sémantique est abordée de manière intuititive.
• Syntaxe des termes : constantes, variables, fonctions (avec arité)
• Syntaxe des formules : prédicats (avec arité), propositions atomiques, ⊥, ⊤, ∧, ∨, ¬, →,

↔, quantificateurs ∀, ∃
• Portée des quantificateurs. Occurrence liée ou libre d’une variable. Formules closes.
• Substitution d’une variable par un terme (on en substitue que les occurrences libres).

Notion de capture.
• À savoir faire :

– Identifier une formule de la logique des prédicats.
– Écrire une formule du 1er ordre en respectant la syntaxe.
– Modélisation : traduire un énoncé en langue naturelle en formule de la logique des

prédicats.

6 Déduction naturelle (en logique propositionnelle pour l’instant)

La déduction naturelle permet de formaliser la notion de preuve. Elle permet de manipuler à la fois les
formules propositionnelles et les formules de la logique des prédicats.
• Notion de séquent : Γ ⊢ 𝐹. Γ est un ensemble fini de formules.
• Arbres de preuves : un séquent est dérivable/prouvable s’il existe un arbre de preuve

dont il est la racine.
• Règles de déduction vue en cours – les règles doivent être apprises :

– Logique minimale : axiome, affaiblissement, règles d’introduction et d’élimination
pour ∧, ∨, ¬, →.

– Logique intuitionniste : on ajoute ex falso sequitur quodlibet (aussi appelée élimination
du ⊥).

– Logique classique : on a ajouté la règle de raisonnement par l’absurde (RAA) mais
d’autres règles sont équivalentes (élimination de la double négation ou tiers-exclus).

• Les étudiants doivent savoir trouver des petits arbres de preuve (on évite la technicité
excessive sauf groupe (*)).

• Correction : de la déduction naturelle : Si le séquent Γ ⊢ 𝐹 est dérivable alors Γ ⊨ 𝐹.
Savoir démontrer la correction de n’importe quelle régle de déduction dans le cadre
de la logique propositionnelle uniquement (*)

• Complétude : Si Γ ⊨ 𝐹 alors il existe un arbre de preuve pour Γ ⊢ 𝐹. Ce résultat est admis.
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Remarque : la classification logique minimale, intuitionniste et classique n’est pas à connaître mais
l’ensemble des règles de déduction l’est.


